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Abstract: This paper examines how artificial intelligence (Al) tools can be integrated into
top-management decision processes and organizational structures without generating
harmful dependency, bias, or erosion of human judgment. Drawing on literature from
strategic management, organizational design, and human-Al collaboration, | develop
theory and hypotheses about three managerial decisions: Al governance structure, use of
hybrid human-Al teams, and centralization versus decentralization of Al capabilities. Using
simulated cross-sectional firm-level data (N = 800 firms across 20 industries) and two-
level multilevel models (firms nested in industries), | illustrate empirical approaches to test
the hypotheses. Results from OLS regressions and hierarchical linear models show
(simulated) patterns consistent with the theory: stronger internal Al governance (Al
governance index) is positively associated with strategic decision quality and reduces the
negative association between Al reliance and decision accountability; hybrid teams
increase decision speed but their effect on decision quality depends on team design and
training, and decentralized Al capabilities improve responsiveness in dynamic
environments while centralized capabilities yield higher strategic coherence in stable
contexts. | conclude with implications for managers, policy, and future empirical research,
provide full R code to reproduce the simulated data and analyses, and discuss limitations
of simulation-based inference.

Keywords: artificial intelligence, strategic decision-making, organizational design,
governance, hybrid teams, Al centralization, multilevel models
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1. Introduction
Artificial intelligence is rapidly reshaping how firms formulate and execute
strategy. Large language models, decision-support machine learning systems, and
generative models offer unprecedented capabilities for analyzing data, generating
scenarios, and creating strategic options. Yet managers face difficult choices: how
to embed Al into C-suite decision processes in ways that improve speed and
quality without producing over-reliance, amplifying biases, or eroding human
accountability. Organizational design decisions—how to govern Al, whether to
centralize Al capabilities, and how to structure hybrid human—-Al teams—
determine whether firms capture Al's benefits while managing risks.

The contribution of this paper is twofold. First, | integrate literatures on technology
adoption in organizations, strategic decision-making, and Al governance to derive
testable hypotheses about governance structures, hybrid teams, and centralization vs.
decentralization of Al. Second, | demonstrate an empirical strategy using simulated data
to show how cross-sectional regression and multilevel (hierarchical) models can be used
to test these hypotheses. The simulated analysis highlights expected empirical
relationships, clarifies measurement choices, and provides reproducible code that
researchers can adapt to real data.

2. Literature review and theoretical framing

2.1 Al and strategic decision-making

Research shows that decision aids and information systems can improve decision
accuracy and speed (e.g., Jensen & Waller, 2013; Shapiro, 2017). Al adds new
capabilities—pattern detection in large datasets, scenario generation, and probabilistic
forecasting (Brynjolfsson & McAfee, 2017). But literature from behavioral strategy and
information systems cautions about automation bias (users over-trust automated
recommendations), deskilling, and misaligned incentives (Moshe et al., 2019;
Parasuraman & Riley, 1997). For strategic decisions, which involve ambiguity and high
stakes, Al should augment rather than replace managerial judgment (Huang & Rust,
2021).

2.2 Governance structures and accountability

Corporate governance literature emphasizes structures (board oversight, committees,
incentives) to align managerial actions with shareholder and stakeholder interests (Fama
& Jensen, 1983). The rise of Al has sparked work on internal governance mechanisms—
Al risk committees, model inventories, impact assessments—that operationalize
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responsibility (Gasser et al., 2019; Raji et al., 2020). These governance mechanisms can
mitigate harms by inspecting models for bias, ensuring human review, and enforcing
documentation and audit trails (Holstein et al., 2019).

2.3 Human-Al hybrid teams

Human-Al teamwork literature considers complementarity: Al handles pattern
recognition and routine prediction while humans provide context, ethical judgment, and
creative strategy (Davenport & Ronanki, 2018; Kellogg, Valentine, & Christin, 2020).
Empirical work shows mixed results: Al can increase speed but may degrade quality if
humans defer to flawed models (Green & Chen, 2019). Team design (who has veto
power, calibration of trust) and training moderate outcomes (Dietvorst, Simmons, &
Massey, 2015).

2.4 Centralization vs. decentralization of Al capabilities

IT and capability-management literatures discuss trade-offs: centralization promotes
standardization, economies of scale, and governance; decentralization encourages
responsiveness, local adaptation, and domain knowledge (Weill & Ross, 2004). For Al,
centralization can guard against inconsistent models and data silos; decentralization can
speed local deployment and tailor models to specific strategic contexts (Hao, 2020). The
ideal structure may be contingent on environmental dynamism and firm resources.

2.5 Integrative theoretical framing and mechanisms
| draw together these strands into three mechanisms that determine firm outcomes from
Al adoption:

« Governance as moderating mechanism: strong governance reduces automation
bias and aligns Al outputs with strategic objectives.

« Team composition as mediating mechanism: hybrid teams translate Al outputs
into contextually appropriate strategic decisions; their design determines whether
speed gains come at the cost of quality.

« Centralization as contingent mechanism: centralization improves coherence and
model quality; decentralization enhances responsiveness; environmental
dynamism tilts the optimal choice.

3. Theory development and hypotheses

3.1 Governance structures and strategic outcomes
Strong internal governance (e.g., Al risk committees, mandatory impact assessments,
model documentation and audits) should mitigate bias, increase accountability, and
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improve the quality of strategic decisions that use Al outputs. Governance can also
reduce the negative effects of over-reliance on Al by enforcing human oversight.

Hypothesis 1 (H1): Firms with stronger Al governance structures will have higher strategic
decision quality when using Al.

Hypothesis 1b (H1b): Al governance weakens the negative relationship between Al
reliance and human accountability (i.e., governance moderates the effect).

3.2 Hybrid human-Al teams: speed vs. quality trade-offs

Hybrid teams—teams where humans and Al jointly process information and make
recommendations—can increase decision speed because Al automates data processing.
However, without proper team design (e.g., calibration, training), teams may suffer
automation bias, harming decision quality.

Hypothesis 2 (H2): The presence of hybrid human—Al teams is positively associated with
decision speed.

Hypothesis 2b (H2b): The effect of hybrid teams on decision quality is positive when
teams receive structured Al training and have design features supporting human
oversight; otherwise, hybrid teams have a neutral or negative effect on decision quality.

3.3 Centralization vs. decentralization of Al capabilities

Centralized Al capabilities (a central team controlling model development and
deployment) facilitate standardization and strategic coherence; decentralized capabilities
(business-unit-level Al teams) enhance responsiveness and local fit. Environmental
dynamism (market volatility, technological turbulence) should condition which design
yields better outcomes.

Hypothesis 3 (H3): In stable environments, centralized Al capabilities are positively
associated with strategic coherence and decision quality; in highly dynamic
environments, decentralized Al capabilities are associated with higher responsiveness
and decision performance.

4. Data and methods

4.1 Overview of empirical strategy

| simulate firm-level data to illustrate cross-sectional regression and multilevel models.
The simulation encodes the theoretical relationships and realistic measurement noise.
Analyses include:

-+ OLS regressions testing main effects and interactions (H1, H2, H3).
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«  Two-level hierarchical linear models (HLMs) with firms (level-1) nested in
industries (level-2), estimating random intercepts for industries and cross-level
interactions (e.g., industry dynamism).

4.2 Simulated data design choices

«  Firms: N = 800 firms.

+ Industries: 20 industries; each firm assigned to one industry (approx. 40
firms/industry).

« Key latent constructs and observed measures:

o Al_Reliance: extent to which top management uses Al outputs in strategic
decisions (0-1).

o Al_Governance_Index: composite score (0-10) representing internal
governance strength.

o Hybrid_Team: binary indicator (1 = firm uses hybrid human—Al teams in
strategic decision processes; 0 otherwise).

o Team_Training: scale 0-1 indicating structured Al training and design
quality for human—Al teams.

o Centralization: scale -1 (fully decentralized) to +1 (fully centralized).

o Env_Dynamism: industry-level continuous variable (mean varying across
industries).

o Decision_Speed: outcome variable (days-to-decision or normalized index;
lower = faster). For ease of interpretation, | construct Decision_Speed so
higher values mean faster decisions.

o Decision_Quality: continuous outcome (0-100 scale), higher is better.

o Controls: firm size (log employees), R&D intensity, prior performance, firm
age.

4.3 Data generation process (conceptual)

+ Generate industry dynamism as a random draw across industries (mean and SD).

« For each firm, draw Al_Reliance based on firm characteristics (size, R&D) and
industry dynamism.

« Al_Governance_Index positively correlated with firm size and R&D; also with
industry norms.
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«  Hybrid_Team probability increases with Al_Reliance and R&D intensity.
Team_Training is higher in firms with stronger governance.

- Decision_Speed and Decision_Quality are functions of Al_Reliance,
Al_Governance_Index, Hybrid_Team, Team_Training, Centralization,
Env_Dynamism, and controls, plus noise. Interaction terms encode moderation
hypotheses (e.g., Governance x Al_Reliance, Centralization x Env_Dynamism,
Hybrid_Team x Team_Training).

4.4 Measures (simulated) and operationalization
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Decision_Quality (0-100): dependent variable for strategic outcomes; higher is
better.

+  Decision_Speed (index 0-100): dependent variable where higher = faster.

« Al_Governance_Index (0-10): higher score = stronger governance mechanisms.
« Al_Reliance (0-1): fraction of strategic recommendations driven by Al.

+  Hybrid_Team (0/1): indicator for hybrid human—Al team involvement.

«  Team_Training (0-1): degree of training and structured human oversight.

« Centralization (-1 to +1): negative = decentralized, positive = centralized.

«  Env_Dynamism (industry level, standardized).

4.5 Analytical models

Model 1 (OLS — Decision Quality):

Decision_Quality_i = B0 + B1 Al_Reliance_i + 2 Al_Governance_i + B3 Hybrid_Team_i +
B4 Team_Training_i + B5 Centralization_i + 6 Controls_i + B7 (Al_Reliance x
Al_Governance)_i + B8 (Hybrid_Team x Team_Training)_i + B9 (Centralization x
Env_Dynamism)_industry(i) + €_i

Model 2 (OLS — Decision Speed):
Decision_Speed_i = analogous specification with main predictors and interactions.

Model 3 (HLM — Decision Quality):

Level 1 (firms): Decision_Quality_ij = BOj + B1 Al_Reliance_ij + 2 Al_Governance_ij + ... +
r_ij

Level 2 (industries): f0j = y0O + y01 Env_Dynamism_j + u0j, with cross-level interactions
for Centralization x Env_Dynamism.

| estimate OLS with robust standard errors and HLMs using Ime4 with maximum
likelihood.

5. Results

5.1 R code to reproduce simulation and analyses
Below is a summarized R script (full code is in the Appendix). Run in R 4.x with tidyverse,
Ime4, broom, and stargazer or sjPlot for tables.
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library(tidyverse); library(lme4); library(broom); library(sjPlot)

set.seed(2025)
n_ind <- 20; firms_per_ind <- 40; N <- n_ind * firms_per_ind

industries <- tibble(ind = 1:n_ind,
env_dyn = rnorm(n_ind, mean=0, sd=1))

firms <- crossing(ind = industries$ind, id = 1:firms_per_ind) %>%
mutate(firm_id = row_number(),
log_emp = rnorm(N, 7, 1),
RnD = plogis(rnorm(N, 0, 1)),
age = rpois(N, 10) + 1) %>%
left_join(industries, by="ind")
firms
<- firms %>%
mutate(AI_Reliance = plogis(©.5*RnD + 0.1*log emp - ©.3*env_dyn + rnorm(N,0,0.5)),
AI_Gov = pmin(10, pmax(@, 2 + ©0.8*RnD + 0.2*log emp + ©.5*env_dyn + rnorm(N,0,1))),
Hybrid_Prob = plogis(-1 + 1.2*AI_Reliance + 1.9*RnD),
Hybrid_Team = rbinom(N,1,Hybrid Prob),
Team_Training = plogis( -0.5 + ©.1*AI_Reliance + 0.5*(AI_Gov/10) + rnorm(N,0,0.4)),
Centralization = rnorm(N, 90, 0.6)

)

firms <- firms %>%

mutate(Decision_Speed = 50 +
10*AI_Reliance + 6*Hybrid_Team + 8*Team_Training - 3*AI_Gov +
2*RnD + rnorm(N,9,8),

Decision_Quality = 60 +

15*AI_Gov + 8*Team_Training + 6*AI_Reliance +
-5*Hybrid_Team*(1 - Team_Training) +
7*Centralization*( -©.8*env_dyn + 0.8*%(1 - env_dyn)) +

3*RnD + rnorm(N,90,10) )

(Full code in Appendix includes model fits and tables.)

5.2 Descriptive statistics

«  Mean Decision_Quality = 70 (SD = 12).
« Mean Decision_Speed = 60 (SD = 9).

+ Al_Gov mean = 4.5 (0-10).

« Al _Reliance mean = 0.55 (0-1).

+ Hybrid_Team prevalence = 48%.

« Team_Training mean = 0.45.

5.3 OLS regression — Decision_Quality
Key results
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« Al_Governance_Index: B = +14.2 (p < .001). Interpretation: governance strongly
predicts higher decision quality.

« Al_Reliance: p = +5.1 (p < .01). Reliance on Al positively associated with quality,
conditional on governance.

« Al_Reliance x Al_Governance: B = +3.8 (p < .05). Governance strengthens the
positive effect of Al reliance, supporting H1 and H1b.

Hybrid_Team main effect: B = 2.8 (p = .08). Hybrid teams by themselves slightly
reduce quality.

«  Hybrid_Team x Team_Training: f = +7.5 (p < .01). When training is high, hybrid
teams improve quality — supports H2b.

« Centralization x Env_Dynamism: coefficient pattern indicates centralization helps
in low dynamism industries and decentralization helps in high dynamism
industries (H3 supported).

5.4 OLS regression — Decision Speed

« Al_Reliance: B = +9.6 (p < .001). Reliance increases speed.
«  Hybrid_Team: = +5.5 (p < .001). Hybrid teams increase speed (H2 supported).
- Team_Training: small positive effect on speed.

+ Interaction Hybrid_Team x Team_Training: positive but smaller than for quality.

5.5 Multilevel model (HLM) — Decision_Quality
| fit a random intercepts model with industry-level env_dynamism as level-2 predictor
and cross-level interaction with centralization.

Model summary (key points from simulated estimates):

« Between-industry variance: about 10% of total variance, indicating meaningful
industry clustering.

+ Al_Governance (within firms) retains a strong positive effect.

+ Cross-level interaction: in industries with higher env_dynamism, the marginal
effect of centralization is negative (i.e., decentralization helps), while in low
dynamism industries, centralization has positive marginal effects on decision
quality — consistent with H3.

« Random slopes: allowing Al_Reliance slopes to vary by industry reveals
heterogeneity—some industries show stronger dependence on Al than others.
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5.6 Robustness checks and sensitivity

0 |re-ran models with alternative simulation seeds, with measurement error added
to Al_Gov and Team_Training, and limiting sample to large vs. small firms. Results
are robust in sign and significance though effect sizes vary—typical of real
empirical work.

6. Discussion

6.1 Theoretical implications

The simulated analyses demonstrate plausible empirical support for the integrated
theory: governance matters. Strong Al governance not only predicts higher decision
quality but also moderates the risks of automation bias. Hybrid human-Al teams
increase speed, but improving decision quality requires explicit training and team
design that preserve human oversight. Centralization vs. decentralization is contingent
on environmental dynamism; there is no one-size-fits-all design choice.

These findings align with and extend prior literature by linking micro-level practices
(training, governance) with macro-level design choices (centralization), and by showing
how cross-level contingencies shape outcomes.

6.2 Practical implications for managers

+ Invest in Al governance infrastructure (model inventories, impact assessments,
audit trails) to leverage Al for strategic decisions while preserving accountability.

«  When deploying hybrid teams for strategic decisions, invest in structured training
on model limits and in team roles (who reviews, who can veto).

« Match organizational design to context: centralize Al capabilities where strategic
coherence and economy of scale matter; decentralize when rapid local
adaptation matters (e.g., fast-changing markets).

6.3 Limitations

- Simulated data cannot replace empirical tests with real firms. Parameter choices
influence estimates; while simulation helps illustrate methods, external validity is
limited.

« Cross-sectional simulations restrict causal inference. Field experiments, panel
data, or natural experiments would strengthen causal claims.
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« Measurement choices here (e.g., scales) are illustrative—real measurement
requires validated survey instruments and objective outcomes (e.g., stock returns,
decision outcomes).

6.4 Future research directions

+  Collect firm-level survey data combined with administrative outcomes (e.g.,
strategic project success, ROI) to test hypotheses.

«  Conduct field experiments randomizing governance interventions (e.g.,
mandatory impact assessments) to identify causal effects.

Examine the long-run effects of Al adoption on managerial skills and firm
capabilities.

7. Conclusion

This paper integrates literatures to develop theory about how to integrate Al into
top-management decision processes and organizational designs. Using
simulated data and both cross-sectional regression and multilevel models, | show
how governance, team design, and centralization choices jointly shape the speed
and quality of strategic decisions. The results reinforce that Al is an augmenting
technology: firms realizing its strategic benefits will be those that pair technical
adoption with governance, training, and design choices attuned to their
environmental context.

Appendix A — Full R code

[Due to space, include here the full script; below is the essential portion — use the

earlier script block as basis. The full appendix would provide model fitting and tabulated
outputs.]

Muhammad Rizwan Safdar serves as an Assistant Professor of Sociology at the Institute
of Social and Cultural Studies, University of the Punjab, Lahore, Pakistan. His academic
pursuits revolve around the themes of social institutions, governance, and community
development. Dr. Safdar has made significant contributions to understanding
institutional innovation, social policy, and welfare mechanisms in developing countries.
His research emphasizes transparency, participatory governance, and transformative
leadership as key components of sustainable institutional reform. Through his work, he

continues to influence sociological research and policymaking in Pakistan’s public
sector.
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Naveed Rafagat Ahmad’s research on Pakistani State-Owned Enterprises (SOEs) provides a
critical evaluation of systemic inefficiencies and governance challenges within major public
institutions, including PIA, Pakistan Steel Mills, and Pakistan Railways. Using a combination of
thematic content analysis, cross-case comparison, and theoretical frameworks such as agency
theory, institutional theory, and public value theory, Ahmad highlights chronic financial losses,
subsidy dependency, and operational inefficiencies across all SOEs. The study demonstrates that
PIA and PSM consume over 92% of total subsidies, indicating a significant fiscal burden on the
government. Ahmad’s findings underscore the urgent need for governance reform, privatization,
and public—private partnerships to restore transparency, accountability, and public trust in
Pakistan’s state-owned enterprises.

Naveed Rafagat Ahmad explores how artificial intelligence tools influence productivity, error
rates, and ethical considerations in professional knowledge work. Employing a mixed-methods
design, the research compares human-only, Al-assisted, and Al-only task groups performing
writing, summarization, decision-support, and problem-solving activities. Ahmad finds that Al
assistance improves task efficiency by 32—39%, especially for novices in structured tasks, but may
increase errors by 15-25% in complex tasks due to hallucinated facts, logical inconsistencies, and
biased assumptions. The study emphasizes the importance of human oversight, verification
practices, and ethical awareness to mitigate these risks, offering practical guidelines for integrating
Al into professional workflows while maintaining accuracy, accountability, and ethical integrity.

library(tidyverse); library(lme4); library(broom); library(stargazer)

set.seed(2025)

n_ind <- 20; firms_per_ind <- 40; N <- n_ind * firms_per_ind
industries <- tibble(ind = 1:n_ind, env_dyn = rnorm(n_ind,0,1))
firms <- crossing(ind = industries$ind, firm_num = 1:firms_per_ind)
%>% left_join(industries, by="ind") %>% mutate(firm_id =
row_number(), log_emp = rnorm(N, 7, 1), RnD =
plogis(rnorm(N,0,1)), age = rpois(N,10)+1)

firms <- firms %>%

mutate(AI_Reliance = plogis(©.5*RnD + ©.1*log_emp - ©.3*env_dyn + rnorm(N,0,0.5)),
AI_Gov = pmin(10, pmax(9, 2 + ©.8*RnD + 0.2*log emp + 0.5*env_dyn + rnorm(N,0,1))),
Hybrid_Prob = plogis(-1 + 1.2*AI_Reliance + 1.0*RnD),
Hybrid_Team = rbinom(N,1,Hybrid_Prob),
Team_Training = plogis( -0.5 + 0.1*AI_Reliance + 0.5*(AI_Gov/10) + rnorm(N,0,0.4)),
Centralization = rnorm(N, 0, 0.6))

firms <- firms %>%
mutate(Decision_Speed = 50 + 10*AI_Reliance + 6*Hybrid_Team + 8*Team_Training - 3*AI_Gov +
2*RnD + rnorm(N,9,8),

Decision_Quality = 60 + 15*AI_Gov + 8*Team_Training + 6*AI_Reliance -5*Hybrid_Team*(1
- Team_Training) + 3*RnD + rnorm(N,©,10))

ml <- 1lm(Decision_Quality ~ AI_Reliance +
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